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FLOWCHART : 

A flowchart is basically pictorial or diagrammatic representation of an algorithm using 

standard symbols. In other words, it is a graphical representation that explains the 

sequence of operations to be performed in order to solve a problem under consideration. 

 

Following guidelines must be followed while preparing the flowcharts: 

* Standard symbols should be used while drawing flowchart. 

* Ensure that flowchart has START (or BEGIN) and STOP (or END). 

* Flowchart should be neat, clean and easy to follow. There should be no any  

                ambiguity. 

* The usual direction of flowchart is from top to bottom or from left to right. 

* The terminal symbol, that is, START/BEGIN or STOP/END should have only one  

                 flow line. 

* Only one flow line should come out from process symbol. 

* Only one flow line should enter a decision symbol, but two or three flow-lines, one  

                for each possible answer, can leave the decision symbol. 

* If the flowchart is lengthy and complex connector symbol should be used to reduce  

 the number of flow lines.  Avoid intersection of flow lines. . 

* Use annotation symbol to describe steps more clearly. 

 

Standard Flowchart Symbols 

To express different operations in the flowchart various standard symbols are used. All 

symbols are connected among themselves in order to show the flow of information and 

processing.  



Different symbols as prescribed by American National Standard Institute (ANSI) which 

are frequently required while drawing flowchart are tabulated below: 



CONCEPT OF INTERPRETER AND COMPILER:  Basically there are three types of 

translators  interpreter , complier and assembler. 



 
 
 





An Operating System (OS) is an interface between a computer user and computer 

hardware. An operating system is a software which performs all the basic tasks like file 

management, memory management, process management, handling input and output, and 

controlling peripheral devices such as disk drives and printers. 

 

 



MAIN FUNCTIONS OF AN OPERATING SYSTEM 

 



  









OPERATING SYSTEM ACTS AS A RESOURCE MANAGER 

 

Modern computers consist of processors, memories, timers, disks, mice, network 

interfaces, printers, and a wide variety of other devices. In the alternative view, the job 

of the operating system is to provide for an orderly and controlled allocation of the 

processors, memories, and input/output devices among the various programs competing 

for them. 

When a computer (or network) has multiple users, the need for managing and 

protecting the memory, input/output devices, and other resources is even greater, since 

the users might otherwise interface with one another. In addition, users often need to 

share not only hardware, but information (files, databases, etc.) as well. In short, this 

view of the operating system holds that its primary task is to keep track of which 

programs are using which resources, to grant resource requests, to account for usage, 

and to mediate conflicting requests from different programs and users. 

 

Resource management includes multiplexing (sharing) resources in two different ways: 

 

Time Multiplexing 

 

Space Multiplexing 



1. Time Multiplexing 

 

When the resource is time multiplexed, different programs or users take turns using it. First 

one of them gets to use the resource, then another, and so on. 

For example: 

With only one CPU and multiple programs that want to run on it, operating system first 

allocates the CPU to one long enough, another one gets to use the CPU, then another and 

ten eventually the first one again. 

Determining how the resource is time multiplexed – who goes next and for how long – is the 

task of the operating system. 

 

2. Space Multiplexing 

In space multiplexing, instead of the customers taking turns, each one gets part of the 

resource. 

For example: 

Main memory is normally divided up among several running programs, so each one can be 

resident at the same time (for example, in order to take turns using the CPU). Assuming 

there is enough memory to hold multiple programs, it is more efficient to hold several 

programs in memory at once rather than give one of them all of it, especially if it only needs 

a small fraction of the total. Of course, this raises issues of fairness, protection, and so on, 

and it is up to the operating system to solve them. 

 



CONCEPT OF CLOUD COMPUTING, CLOUD (PUBLIC/PRIVATE) 
 
Cloud computing is a type of computing that relies on shared computing resources rather 

than having local servers or personal devices to handle applications. In its most simple 

description, cloud computing is taking services ("cloud services") and moving them outside 

an organization's firewall. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
  



PRIVATE CLOUD 

The private cloud is defined as computing services offered either over the Internet or 

a private internal network and only to select users instead of the general public. ... 

So private clouds require the same staffing, management and maintenance expenses as 

traditional datacenter ownership. 
 
 PUBLIC CLOUD 

The public cloud is defined as computing services offered by third-party providers over 

the public Internet, making them available to anyone who wants to use or purchase them. 

They may be free or sold on-demand, allowing customers to pay only per usage for the 

CPU cycles, storage, or bandwidth they consume. 



INTRODUCTION TO PARALLEL  COMPUTING: 

 
Parallel computing stands for the ability of computer systems to perform multiple 

operations simultaneously. The main driver behind parallel computing is the fact that large 

problems can be divided to smaller ones which can be then solved in parallel — i.e. 

executed concurrently on the available computing resources.  

Some examples of parallel computing include weather forecasting, movie special effects, 

and desktop  computer applications. 
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